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Abstract: The integration of Battery Energy Storage Systems (BESS) is critical for mitigating voltage 
instability in low-voltage (LV) networks with high photovoltaic (PV) penetration. While metaheuristic algorithms 
offer powerful tools for optimizing BESS dispatch, their successful transition from theoretical models to 
practical application hinges on a nuanced understanding of their operational parameters. This paper presents 
a case study on the pragmatic design and tuning of a hybrid Particle Swarm Optimization-Grey Wolf Optimizer 
(PSO-GWO) for a six-dimensional, multi-BESS control problem. We chronicle the evolution of the simulation 
framework, highlighting critical implementation challenges and their solutions. Key findings demonstrate that 
optimizer population size, not just iteration count, is a decisive factor in control stability, particularly for 
computationally inexpensive configurations. We introduce a control oscillation metric as a key performance 
indicator and discuss the indispensable role of smart warm-starts and rate-limiting in generating physically 
viable and asset-safe control actions. The paper concludes that a successful BESS control strategy is defined 
not only by its ability to meet primary objectives like voltage regulation but also by the stability and practicality 
of the control signals it produces, presenting a crucial trade-off between computational budget and real-world 
viability. 
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1. INTRODUCTION 
The proliferation of distributed photovoltaic 
(PV) systems in low-voltage (LV) distribution 
networks introduces significant challenges to 
grid stability, primarily in the form of 
bidirectional power flows causing severe 
voltage deviations [1,2]. This evolution 
towards active smart grids necessitates 
advanced control solutions [9]. Battery 
Energy Storage Systems (BESS) have 
emerged as a versatile solution, capable of 
providing a wide range of grid services 
including rapid active and reactive power 
support to maintain grid integrity [3,10]. 
Centralized control schemes, which leverage 
network-wide information, offer a holistic 
approach to optimizing BESS dispatch, often 
formulated as complex optimal power flow 
problems [4]. 
Metaheuristic algorithms, such as Particle 
Swarm Optimization (PSO) and Grey Wolf 
Optimizer (GWO), and their hybrids, have 
proven highly effective at solving these non-
linear, multi-dimensional problems [5,6]. 
However, the existing literature often focuses 
on the theoretical optimality of the final 
solution, overlooking the practical 

engineering challenges inherent in their 
deployment. The viability of a control strategy 
in the real world is critically dependent on 
factors beyond the objective function value, 
including the stability of its commands and 
the robustness of the algorithm to its own 
parameterization. 
This paper bridges this gap by documenting 
the pragmatic design journey of a hybrid 
PSO-GWO controller for three strategically 
placed BESS units on the IEEE European LV 
test feeder [8]. We move beyond a simple 
presentation of results to provide an in-depth 
analysis of the challenges encountered and 
the solutions developed, focusing on: 

 The critical impact of optimizer 
population size on control stability. 

 The necessity of practical constraints 
like smart warm-starts and rate-
limiting for asset preservation. 

 A methodology for evaluating the 
trade-off between the optimizer’s 
computational budget (iteration 
splits) and the physical viability of the 
resulting control signals. 

This work serves as a case study, 
transforming a troubleshooting history into a 
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set of engineering principles for designing 
robust, real-world BESS control systems. 

2. SYSTEM DESIGN AND 
PRACTICAL CONSTRAINTS 

The control objective is to dispatch active (P) 
and reactive (Q) power from three 
strategically located BESS units to minimize 
system-wide power losses while keeping all 
bus voltages within the statutory [0.95, 1.05] 
p.u. band. The selection of BESS locations 
(buses 249, 562, 906) was based on their 
high voltage sensitivity and impact on the 
overall network profile. The sizing of these 
units (±80 kW, ±20 kVAR) was chosen to 
provide sufficient capacity to counteract the 
voltage swings induced by high PV 
penetration scenarios. 
Beyond the core optimization, two critical 
features were identified as essential for 
practical, real-world deployment: a smart 
warm-start mechanism and control action 
rate-limiting. 

A. Smart Warm Start-up 

In a time-series simulation, the optimal control 
solution at one time step is often very close to 
the optimal solution at the next. A smart 
warm-start mechanism leverages this 
temporal locality. Instead of initializing the 
optimizer with a completely random 
population at each step, one particle is 
seeded with the best solution from the 
previous time step, plus a small amount of 
random noise. This provides the optimizer 
with a high-quality starting point, dramatically 
improving its ability to converge to a good 
solution quickly, especially when the 
computational budget is limited. 

B. Control Action Rate-Limiting 

Physical assets like BESS inverters cannot 
and should not change their power output 
instantaneously. Abrupt, high-magnitude 
changes in power dispatch can cause 
significant thermal and electrical stress, 
accelerating asset degradation, a concept 
extensively modeled in battery cycle-life 
studies [7,11]. To prevent this, a rate-limiting 
filter is applied to the optimizer’s solution 
before it is implemented. This filter constrains 
the change in P and Q between consecutive 
time steps to a maximum allowable value 
(e.g., 20 kW/5min). This ensures the control 
signals are smooth and physically achievable, 
prioritizing asset health and long-term stability 
over aggressive, mathematically optimal 
commands. 

3. SYSTEM DESIGN AND 
PRACTICAL CONSTRAINTS 

The development of a robust simulation 
framework was an iterative process that 
revealed critical insights into the behavior of 
the metaheuristic controller. 

A. From Step-wise to Full-Run 
Simulation (R1-R12) 

The initial framework (R1-R11) was designed 
to find the best optimizer configuration by 
running all candidate PSO-GWO iteration 
splits (e.g., (S1: 40/20), (S4: 5/7)) at each 
time step and selecting the one with the best 
objective value. While useful for comparison, 
this approach did not represent the true 
performance of any single split, as the 
"implemented" action was a hybrid influenced 
by the rate-limiter acting on a constantly 
changing "best" split. 
To achieve a true apples-to-apples 
comparison, the architecture was evolved 
(R12) to run a full, independent 24-hour 
simulation for each split. This ensures that 
the system state, particularly BESS State of 
Charge (SoC), evolves based solely on the 
decisions of one consistent control strategy, 
providing a realistic performance profile. 

B. Uncovering the Stability Bug (R13-
R16) 

The transition to the full-run architecture 
exposed a latent instability. Splits with low 
iteration counts, particularly (S4: 5/7), began 
to fail catastrophically, producing massive 
voltage violations and absurdly high objective 
function values, as seen in Fig. 1. 

Fig. 1 Example of catastrophic voltage instability during the 
troubleshooting phase for a low-iteration split with incorrect 

optimizer parameterization. 
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An exhaustive, line-by-line comparison 
between the failing scripts (R13-R16) and a 
previously stable version (R8) revealed the 
root cause was not in the optimization logic 
itself, but in a single, critical parameter: 
population size. The stable R8 script used a 
population of 40, while the refactored, failing 
scripts had inadvertently reduced this to 10. 
For a low-iteration split, a small population 
provides insufficient exploration of the 
solution space, making it highly probable for 
the optimizer to become trapped in a poor 
local minimum and select a destabilizing 
control action. This discovery underscored 
that optimizer stability is a function of both 
iteration count (exploitation) and population 
size (exploration), a fundamental concept in 
evolutionary algorithms [12]. 

4. PERFORMANCE EVALUATION 
AND PARAMETER TRADE-OFFS 

Using the final, stable simulation architecture 
(R17+) with a population of 40, a full analysis 
was conducted to evaluate the trade-offs 
between different computational budgets 
(iteration splits). 

A. Computational Budget vs. 
Performance 

The Key Performance Indicator (KPI) 
dashboard in Fig. 2 summarizes the trade-
offs. As expected, splits with more iterations 
(e.g., S1: 40/20) have longer run times. 
However, they consistently achieve a lower 
average objective function value and result in 
lower total energy losses over the 24-hour 
period. This demonstrates a clear correlation 
between computational investment and the 
quality of the optimization outcome 

B. The Critical Trade-off: Stability vs. 
Cost 

While all splits in the stable architecture 
successfully regulate voltage, a deeper 
analysis of the control signals reveals the true 
cost of a low computational budget. Fig. 3 
plots a metric for control oscillation—the 
average change in real power dispatch per 
time step 

The split with the lowest computational 
budget (S4: 5/7) has the highest oscillation 
metric by a significant margin. Its control 
signals, while technically keeping the voltage 
within limits, are erratic and aggressive. In a 
real-world scenario, such commands would 
be impractical and detrimental to the BESS 
assets. In contrast, the (S1: 40/20) split 
produces smooth, stable control signals, 
demonstrating that additional computational 
time is essential for converging to a physically 
viable solution. This highlights a critical 
principle: a control solution is only truly 
optimal if both the outcome (voltage 
regulation) and the control actions themselves 
are stable and sustainable. 

5. CONCLUSION 
The design of a metaheuristic-based 

BESS controller for real-world grid 
applications is a complex task that extends 
beyond achieving a low objective function 
value. This work has chronicled the evolution 
of such a controller, yielding several key 
insights. First, practical constraints such as 
smart warm-starts and rate-limiting are not 
optional features but are essential for 
generating stable and asset-safe control 
actions. Second, optimizer stability is highly 
sensitive to parameterization; specifically, 
population size is as critical as iteration count 
for ensuring robust performance, especially in 
computationally constrained scenarios. 

Fig. 2 KPI Dashboard comparing performance 
across all splits. Higher computational budgets 
(e.g., S1, S2) lead to lower objective values and 

energy losses but require more time. 

Fig 3. Control signal oscillation metric. The 
computationally cheap split (S4: 5/7) exhibits 

significantly more erratic control action than the 
more computationally intensive splits. 

 



ALGERIAN JOURNAL OF SIGNALS AND SYSTEMS (AJSS) 
 

Vol. 10, Issue 4, December-2025| ISSN: 2543-3792- EISSN: 2676-1548 201  
 

Finally, there is a direct and crucial trade-off 
between the computational budget allocated 
to the optimizer and the physical viability of its 
control signals. A superficial analysis may find 
cheaper solutions adequate, but a deeper 
investigation often reveals that the additional 
computational cost is a necessary investment 
for achieving the smooth, stable, and reliable 
operation required for deployment in a 
physical power system. 
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